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Continuous lipreading based on acoustic 
temporal alignments
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Abstract 

Visual speech recognition (VSR) is a challenging task that has received increasing interest during the last few decades. 
Current state of the art employs powerful end‑to‑end architectures based on deep learning which depend on large 
amounts of data and high computational resources for their estimation. We address the task of VSR for data scarcity 
scenarios with limited computational resources by using traditional approaches based on hidden Markov models. 
We present a novel learning strategy that employs information obtained from previous acoustic temporal align‑
ments to improve the visual system performance. Furthermore, we studied multiple visual speech representations 
and how image resolution or frame rate affect its performance. All these experiments were conducted on the limited 
data VLRF corpus, a database which offers an audio‑visual support to address continuous speech recognition in Span‑
ish. The results show that our approach significantly outperforms the best results achieved on the task to date.
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1 Introduction
Speech is considered a process where multiple senses are 
involved, including high-level knowledge such as gram-
mar, semantics, and pragmatics [1]. Our brain is respon-
sible for integrating all this information to improve our 
ability to understand the message we are perceiving. Fur-
thermore, different studies [2, 3] showed the relevance 
of visual cues during our speech perception process. For 
instance, McGurk and MacDonald [3] demonstrated 
that if the mouth expression does not match the emitted 
sound, the listener is confused, perceiving a sound differ-
ent from what it was.

In its origins, automatic speech recognition (ASR) 
was focused solely on acoustic cues [4, 5]. Nowadays, 

auditory-based ASR systems are capable of understand-
ing spoken language with great quality [6–8]. How-
ever, the performance of these systems considerably 
deteriorates in noisy environments, where the acoustic 
signal could be damaged or corrupted [9–11]. There-
fore, inspired by our multi-sensory process, different 
approaches [7, 10, 12, 13] were designed from an audio-
visual perspective to improve the robustness of ASR in 
such adverse scenarios. These approaches addressed the 
so-called audio-visual speech recognition (AVSR) task, 
whose architectures are considered the current state of 
the art in the field [7, 10, 12, 14]. Other lines of research 
are focused on speech enhancement methods [15–18] 
without the need to rely on complementary visual cues. 
Nonetheless, there has been an increasing interest in 
visual speech recognition (VSR) during the last few dec-
ades [19]. Specifically, this task, also known as automatic 
lipreading, aims to interpret speech based exclusively on 
lip movements. Hence, different challenges must be con-
sidered by dispensing with the auditory sense, such as 
visual ambiguities or the complex modelling of silence 
[20, 21].
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Our research focuses on VSR since, although notice-
able advances have been achieved in the field [12, 14, 22], 
it is still considered an open research problem. Moreover, 
recognizing speech without the need for acoustic stream 
data offers a wide range of applications, from silent 
speech passwords [23] or visual keyword spotting [24] to 
the development of silent speech interfaces that would be 
able to improve the lives of people who suffer from com-
munication difficulties [25, 26].

A remarkable aspect is that these recent advances 
in VSR [12, 14, 22] rely on powerful end-to-end archi-
tectures based on deep learning techniques. Such 
approaches are not only highly dependent on large 
amounts of data for their estimation, but they also 
require extensive computational resources. However, 
there are situations where it is not possible to satisfy 
these demands. One example would be if our purpose 
consisted of developing a VSR mobile application for 
a low-resource language. These were the main reasons 
why we decided to construct our VSR system based on 
those traditional approaches originally explored in the 
field of ASR [4, 5, 27]. Specifically, we studied architec-
tures based on hidden Markov models (HMMs), either 
combined with Gaussian mixture models (GMM-HMM) 
[4] or deep neural networks (DNN-HMM) [27], as well 
as the use of techniques such as sequence discriminative 
training (SDT) [28].

Unlike the recent end-to-end architectures [29], these 
traditional approaches require the estimation of sev-
eral independent modules, as well as the use of pre-pro-
cessed speech features, tree-based clustering, or different 
knowledge-based techniques [30]. Thus, in addition to 
estimating the speech recognizer module and the lan-
guage model, it is necessary to define a lexical model, 
where words are associated with the basic units of 
speech that compose them. Furthermore, as reflected in 
Sect. 3.4, these HMM-based systems are based on elabo-
rate training schedules composed of multiple stages, each 
relying on the temporal alignments previously provided 
by a preliminary stage. An important aspect regarding 
these alignments is the HMM’s topology, since depend-
ing on the number of states and transitions with which 
it was defined, we will condition how speech features are 
related to basic speech units.

Therefore, defining a basic speech unit is necessary 
when dealing with these traditional paradigms. In the vis-
ual domain, this concept is associated with the so-called 
viseme [31]. Unfortunately, there is no direct or one-to-
one correspondence between the audio-based phonemes 
and the visemes, which causes the ambiguities previously 
mentioned [20]. In the VSR literature, there is an open 
discussion about the use of phonemes or visemes. Many 
authors have extensively studied both viseme- [20, 32, 33] 

and phoneme-based approaches [34–36]. In our work, 
we considered phonemes as our basic speech units.

Another important aspect is the temporal alignment 
of our data. HMM-based systems are estimated using a 
sequence of different stages, where each stage relies on 
the temporal alignments provided by the previous stage. 
However, it should be noted that visual data usually pre-
sents a lower sample rate than audio data. Therefore, the 
optimal HMM’s topology can be different from that used 
in auditory-based ASR, and it must be considered as a 
critical element in our experiments.

Other details related to lipreading complexity are the 
intra-personal variability among speakers, the differ-
ent light conditions, or technical characteristics, such 
as frame rate or image resolution [37, 38]. For all these 
reasons, a suitable feature extraction becomes a funda-
mental pillar. Early works focused their research on this 
regard using conventional data transform techniques [39, 
40] or the so-called autoencoders [41], without reaching 
any consensus on what was the best visual speech repre-
sentation [19]. Nowadays, these conventional approaches 
have been eclipsed by the rise of self-supervised encod-
ers based on powerful attention mechanisms [14, 42] 
that present high data and computational requirements. 
Consequently, since we are focusing on data and com-
putationally limited scenarios, we explored three differ-
ent visual speech features based on more conventional 
approaches that do not have high data and computational 
demand.

Albeit visual cues (through the movement of lips, teeth, 
and tongue) can provide valuable information, a study 
carried out by [43] supported that only around 30% of 
speech information is visible. Hence, as described in 
Sect. 2, the combination of acoustic and visual cues has 
been extensively studied not only to address AVSR [7, 13], 
but also to enhance one modality using the complement 
knowledge from the other [14, 42]. Influenced by all these 
works, this paper presents, to the best of our knowledge, 
a novel learning strategy (ViTAAl, see Sect.  3.3) that 
employs information obtained from previous auditory-
based temporal alignments to improve the performance 
of a HMM-based VSR system, as Fig. 5 reflects.

Finally, our experiments were conducted using the 
limited-data VLRF corpus, a speaker-dependent database 
that offers, although in controlled recording settings, an 
audio-visual support to address continuous ASR in Span-
ish. Details on the database can be found in Sect. 3.1.

1.1  Contributions
All these were the main reasons that motivated our 
research, where our key contributions are (i) address-
ing the task of continuous VSR not only for data scarcity 
scenarios, but also when computational resources are 
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limited; (ii) the proposal of the ViTAAl learning strategy, 
whose purpose is to improve the performance of tradi-
tional HMM-based VSR systems by the use of auditory-
based temporal alignments; (iii) an analysis on how the 
effectiveness of our proposed strategy is affected by the 
image resolution and the frame rate; (iv) a comparative 
study on three different visual speech representations 
based on conventional approaches; and (v) results show 
that our approach significantly outperforms the best 
results achieved on the task to date, demonstrating that 
visual cues benefit when acoustic-based knowledge is 
incorporated when estimating traditional VSR systems.

2  Related work
This section presents a brief overview of various aspects 
related to our research, such as the use of traditional 
paradigms, the current state of the art in the field, how 
numerous approaches have integrated acoustic and visual 
cues with different purposes, and the study of the task 
regarding the Spanish language.

2.1  Traditional VSR approaches
Although there was extensive research on VSR using 
HMMs, most of these early works focused on simpler 
tasks, such as alphabet or digit recognition [19]. Regard-
ing our interest in continuous VSR,  Thangthai et  al. 
[36] studied both GMM-HMM and DNN-HMM mod-
els based on phonemes for the single-speaker RM-3000 
corpus [34]. In this case, the authors employed active 
appearance models [44] to extract the features related 
both to the shape and appearance of the mouth region. 
Subsequently, Thangthai and Harvey [45] evaluated their 
systems on the TCD-TIMIT corpus [46], using the so-
called eigenlips [44, 47] as visual speech features. The 
results were reported for context-dependent GMM-
HMM in speaker-dependent and speaker-independent 
scenarios, achieving around 71.2% and a 75.4% word 
error rate (WER), respectively. DNN-HMM models were 
also explored, representing an improvement of around 
25% in both cases. Additionally, different data transform 
techniques widely used in the field of ASR [4] were also 
applied throughout the training phases.

2.2  Current VSR approaches
Most recent works [7, 14, 48], as well as events such as 
the MISP challenge [49], focused primarily on the AVSR 
task. However, there has been an increasing interest 
in VSR [19]. Shi et  al. [14] introduced AV-HuBERT, a 
self-supervised audio-visual encoder capable of learn-
ing robust visual speech representations. This encoder 
was then assembled with a transformer-based decoder 
to build an end-to-end VSR system. Prajwal et  al. [50] 
not only proposed an attention module aimed explicitly 

at extracting representative visual features, but also 
explored sub-word units, arguing that it might be help-
ful for better modelling visual ambiguities. Ma et al. [22] 
showed in their study that, apart from the importance of 
hyperparameter optimization and data augmentation, 
incorporating auxiliary tasks to an end-to-end architec-
ture might lead to further advances in the field. In gen-
eral terms, all these works reached performances around 
25–30% WER for the English corpora LRS2-BBC [51] 
and LRS3-TED [52].

2.3  Audio‑visual integration
The multimodal integration of acoustic and visual cues is 
a research field that has aroused great interest in multiple 
and varied tasks for a long time [53–55]. In the automatic 
speech recognition domain, the combination of acoustic 
and visual cues has also been extensively studied for dec-
ades [14, 56]. In the field of AVSR, as Potamianos et  al. 
[13] discussed, several authors evaluated different meth-
ods regarding audio-visual speech integration, either 
through the direct fusion of features [14, 22, 57, 58] or 
by employing approaches that fuse the knowledge of two 
classifiers, one for each modality [1, 56, 59, 60]. Other 
authors have explored methods to learn shared audio-
visual representations [14, 54] or visual-based speech 
features enhanced by information extracted from acous-
tic cues [42, 60, 61]. The approach presented in [62] is 
based on multi-task learning [63]. It proposes a shared 
representation DNN-HMM which, receiving acoustic 
and visual data as input, attempts to predict, for both 
modalities, the appropriate sequence of HMM’s states. In 
order to obtain the required target labels to estimate this 
system, the authors previously trained an independent 
GMM-HMM for each modality. Other interesting works 
were presented in [59, 60], where an end-to-end VSR 
model was trained by distilling from an auditory-based 
ASR model in a teacher-student manner. All these works 
significantly influenced our proposed ViTAAl strategy.

2.4  VSR for Spanish
As previously mentioned, the current state of the art in 
VSR is around 25–30% WER for the widely studied Eng-
lish benchmark [14, 22]. However, this recognition rate is 
notably reduced when addressing languages other than 
English [22]. In the case of Spanish, our language of inter-
est, different works have been carried out in the field of 
VSR [22, 64–68]. Nonetheless, it has been the work pub-
lished by [22] the one which, by proposing a powerful 
end-to-end architecture, has reached a new state of the 
art for the task, reporting results of around 50% WER for 
different Spanish corpora.

Regarding the VLRF corpus, Fernandez-Lopez et  al. 
[64] designed a viseme-based system that achieved 
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around 80% WER. As visual speech features, they con-
sidered combining the descriptors obtained by the dis-
crete cosine transform [69] and scale-invariant feature 
transform [70] methods. However, their system does not 
correspond with the conventional paradigm in ASR. In 
further research, Fernandez-Lopez and Sukno [65] pro-
posed an end-to-end approach capable of achieving, in 
the best setting along their experiments, a 72.9% WER. 
It should be noted that data augmentation techniques 
were applied to overcome the limited data offered by the 
database.

3  Methodology
3.1  The VLRF corpus
One of the main reasons why we have chosen the visual 
lip-reading feasibility (VLRF) corpus [64] is because it 
offers, although in controlled recording settings, a public 
audio-visual support to address continuous VSR in Span-
ish (our language of interest) for data scarcity scenarios. 
Furthermore, various studies have presented baseline 
results using conventional HMM-based frameworks [64] 
and more recent end-to-end architectures [65], allowing 
us to conduct a thorough comparison of our proposed 
method and its effectiveness with different speech recog-
nition paradigms.

This speaker-dependent corpus was designed to study 
the feasibility of the task, so speakers were asked to strive 
to be understood. The database was acquired with the 
participation of 24 people, each one with 25 assigned 
unrelated sentences. Each one of these sentences was 
repeated 3 times in a recording studio with controlled 
lighting conditions. In this studio, a camera captured 
video at 50 fps with a resolution of 1280 × 720 pixels, 
while audio was recorded at 48 kHz mono with 16-bit 
precision. It should be noted that, as specified in Sect. 3.5, 
only the first repetition of each sentence was considered 
when estimating an ASR system [64, 65]. Therefore, the 
VLRF corpus contains a vocabulary of 1374 words and a 
duration of around 1 h of data.

The VLRF corpus represents the ideal setting for our 
case study, whose main purpose is to address the VSR 
task for data scarcity scenarios with limited compu-
tational resources, particularly valuable aspects when 
developing a mobile application. An interesting example, 
recently proposed by Liopa1, would be the development 
of a mobile application aimed to help speech-impaired 
people who suffer from difficulties in speaking due to 
tracheostomy, laryngectomy, stroke, or other types of 
injuries.

3.2  Feature extraction
3.2.1  Acoustic speech features
As in traditional ASR, we apply the standard repre-
sentation based on Mel frequency cepstral coefficients 
(MFCC) along with first- and second-order dynamic dif-
ferential parameters ( �+�� ) [30]. Nevertheless, visual 
data usually presents a lower sample rate than audio 
data [13]. This fact would cause conflicts when audio 
and video are combined. For this reason, in the field of 
AVSR, several authors decided to up-sample visual data 
to adjust this modality with the frame rate of acoustic 
features [36, 45, 71].

However, we have considered it a better option to 
adapt the acoustic stream to the sample rate of vis-
ual data. Therefore, we extract the 39-dimensional 
MFCC+�+�� [30] but with a frame shift of 20 ms that 
fits the 50 fps video capturing for VLRF.

3.2.2  Visual speech features
As described in Sect.  1, the development of our VSR 
system aims at scenarios where data and computational 
resources are limited. For this reason, although powerful 
attention-based encoders have led to advances in the field 
[14, 22], we considered more conventional approaches 
in our experiments. However, as there is no consensus 
on what is the best option among these conventional 
approaches to represent the nature of visual speech [19], 
we studied three different types of visual features as we 
describe below.

In all the studied approaches, the use of the OpenCV 
library [72] and the Dlib toolkit [73] allowed us to iden-
tify 68 facial landmarks [74]. From some of these land-
marks, we were able to extract our region of interest 
(ROI), delimited by the green box in Fig. 1. Subsequently, 
all these ROIs were converted to grey-scale images, nor-
malized to a resolution of 128 × 64 pixels, and, in addi-
tion, a histogram equalization was applied to them.

• Geometric features:  In this first approach, our main 
inspiration was the work carried out in [75] and [76]. 
We defined, based on landmarks locations, a set of 19 
high-level features, such as width, height, or area of 
the speaker’s mouth, as reflected in the third image 
of Fig.  1. Additionally, in order to compute features 
as stable as possible against any movement of the 
speaker, we normalized each measure regarding the 
dimensions of a less variable region, highlighted by a 
larger blue rectangle on the second image of Fig. 1.

• Eigenlips:  Albeit its origin resides in the studies 
focused on facial recognition [77], this concept has 
been widely explored in VSR [44, 47]. In our work, 
principal component analysis (PCA) [78] was applied 
over a data set made up of 25 random frames for 1 https:// liopa. ai/ sravi- app/

https://liopa.ai/sravi-app/
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each training sample, obtaining 32 eigenlips. As Fig. 2 
shows, each component highlights different appear-
ance aspects, such as lip contours or zones where we 
can find teeth or tongue. These are aspects that we 
could not reach when we used pure geometric fea-
tures.

• Deep features: The last approach, as many authors 
have studied [41, 79, 80], is based on convolutional 
autoencoders (CA) [81]. As Fig. 3 depicts, this type 
of neural networks aims to reconstruct the input 
image from an abstract and compact representa-

tion. Then, once this model has been trained, we 
dispense with the decoder section because it is the 
encoder the component we need to extract our 
visual speech features. The encoder architecture is 
entirely based on that presented by [79]. Nonethe-
less, it was necessary to adjust our ROI’s resolution 
by means of stacking 2 additional convolutional 
layers with a stride of value 2. We estimate our CA 
using a data set composed of 200 random frames 
for each training sample, employing a 32-dimen-
sional latent spatial representation. In this way, we 

Fig. 1 Aspects regarding geometric features

Fig. 2 The eigenlips obtained after applying PCA

Fig. 3 Scheme of the convolutional autoencoder
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were able to obtain high-quality reconstruction 
results, as it is shown in Fig. 4.

3.3  Visual training based on audio alignments (ViTAAl)
As described in Sect. 2, the audio-visual speech integra-
tion process has been extensively studied for decades [13, 
42, 54, 59, 62]. Inspired by all these works, we designed 
the visual training based on audio alignments (ViTAAl) 
strategy. To the best of our knowledge, it constitutes 
a novel contribution to improving the performance of 
HMM-based VSR systems by using the information 
embedded in acoustic temporal alignments.

Once we have adequately extracted both acoustic and 
visual speech features, we are able to describe the pro-
posed strategy. As Fig.  5 reflects, this process is com-
posed of several phases, distinguishing two main blocks: 

1. Initially, we build the audio-only module. Therefore, 
we estimate an automatic HMM-based system from 
scratch, either based on GMMs or DNNs, as we sub-
sequently describe in Sect.  3.4. To do this, we use 

the acoustic speech features corresponding to the 
training set. Then, we compute the HMM state-level 
temporal alignments of acoustic data, which indicate 
approximately when each spoken phoneme begins 
and ends.

2. Thereafter, we define a different HMM-based system 
for the corresponding visual data. In this case, how-
ever, we do not estimate it from scratch but by using 
the previously obtained acoustic temporal align-
ments. These alignments not only provide the model 
with prior knowledge that helps it converge more 
easily, but also improve the extracted visual speech 
features. It is possible thanks to the HiLDA feature 
transformation [82] applied during the training pro-
cess and whose details are described in Sect. 3.4

Our method allows the estimation of a VSR system 
capable of integrating acoustic information without the 
need to increase the number of parameters composing 
the model, and which can perform inferences on a vis-
ual-only test set. Due to these alignments being defined 
by classifying each frame in feature sequence into its 

Fig. 4 Reconstruction examples obtained by the defined convolutional autoencoder. Top row: original images; bottom row: reconstructions

Fig. 5 Scheme of the ViTAAl strategy
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corresponding HMM state, they are modality-independ-
ent and therefore easily integrable into another HMM-
based model. Experimental results reported in Sect.  4 
support the effectiveness of our proposed method, dem-
onstrating that these acoustic-based alignments can 
be considered a suitable foundation for building VSR 
systems.

3.4  Speech recognition system
The ASR systems employed in our research were imple-
mented using the Kaldi toolkit [83], where several work-
flows or recipes to build different paradigms in the field 
of speech technologies are provided. Specifically, our 
final objective was to design a hybrid DNN-HMM sys-
tem based on the Wall Street Journal (WSJ) recipe2. 
However, this process implies several stages that obtain 
as by-product intermediate systems that would be tested 
as well. Note that each intermediate system relies on the 
temporal alignments provided by the previous one, so the 
ASR model is trained through an incremental refinement 
process. It allowed us to investigate at which training 
stage our proposed ViTAAl strategy could be more effec-
tive. This model architecture was used during our experi-
ments for both audio and video modalities, considering 
in each case the corresponding speech features described 
in Sect. 3.2.

3.4.1  GMM‑HMM system
The first step is to estimate a conventional GMM-HMM 
system, since hybrid DNN-HMM models rely on the 
alignments provided by this preliminary system. The 
GMM-HMM system is built through an incremental pro-
cess composed of several phases, each one in charge of 
different aspects:

• MONO: a context-independent GMM-HMM is 
estimated from scratch; the final used features were 
obtained by applying over the raw features the ceps-
tral mean and variance normalization technique and 
the �+�� coefficients [30].

• DELTAS: in this phase, a context-dependent GMM-
HMM (using the same features than in the previous 
step) is trained on the basis of prior temporal align-
ments. Once this system is estimated, temporal align-
ments are updated.

• LDA+MLLT: this stage aims to reduce the feature 
dimensionality and capture contextual information, 
obtaining the known as HiLDA features [82]. Two 
data transform techniques are applied to compute 
these features. First, based on the previous DELTAS 

alignments, linear discriminant analysis (LDA) [84] 
is computed over each feature vector along with its 
corresponding spliced context frames, reducing it 
to 40 feature components. Then, a maximum likeli-
hood linear transform (MLLT) [85] is applied. Finally, 
the GMM-HMM and the temporal alignments are 
updated.

• SAT: by applying a speaker adaptive training (SAT) 
[86] based on the feature space maximum likeli-
hood linear regression (fMLLR) [4] method, the last 
GMM-HMM system is obtained.

3.4.2  DNN‑HMM system
The essence of these hybrid systems is to replace GMMs 
with DNNs, since neural networks have shown a better 
capability to model data that lie in a non-linear represen-
tation space [27]. Thus, a feed-forward neural network is 
trained to classify each data frame into the HMM’s tri-
phone state that most likely would have emitted it. Hence, 
the required alignments to estimate these DNNs must be 
obtained from a preliminary GMM-HMM system.

In our case, we built a DNN-HMM based on the Karel’s 
setup3 [28]. Concretely, the first step consists of an unsu-
pervised pre-training phase based on restricted Boltz-
mann machines [87]. In this way, we are able to initialize 
DNNs which are subsequently estimated via a frame-
level cross-entropy training, employing algorithms such 
as mini-batch stochastic gradient descent and error back-
propagation [27]. The 40-dimensional fMLLR features 
are employed throughout the entire process, as these 
decorrelated features are more suitable to be treated by 
DNNs [27].

3.4.3  Sequence discriminative training
As suggested above, DNNs are considered frame-level 
discriminative classifiers. However, due to the nature of 
speech, several authors found that DNN-HMM systems 
benefit if fine-tuned via sequence-level criteria [28, 88, 
89], where the optimization function is directly related 
to target word sequences. The success of these sequence 
discriminative training (SDT) techniques relies on the 
contribution of the language model, as well as the con-
sideration of a large context window during parameter 
optimization [89]. Specifically, in our research, we evalu-
ate the most commonly studied criteria in the ASR field: 
maximum mutual information (MMI) [90], minimum 
phone error (MPE) [91], and state-level minimum Bayes 
risk (sMBR) [92, 93].

2 https:// github. com/ kaldi- asr/ kaldi/ tree/ master/ egs/ wsj/ s5
3 https:// github. com/ kaldi- asr/ kaldi/ blob/ master/ egs/ wsj/ s5/ local/ nnet/ 
run_ dnn. sh

https://github.com/kaldi-asr/kaldi/tree/master/egs/wsj/s5
https://github.com/kaldi-asr/kaldi/blob/master/egs/wsj/s5/local/nnet/run_dnn.sh
https://github.com/kaldi-asr/kaldi/blob/master/egs/wsj/s5/local/nnet/run_dnn.sh
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3.4.4  Decoding
Finally, the decoder is defined as a weighted finite-state 
transducer (WFST) [94], which integrates the morpho-
logical model, phonetic context-dependencies, the lexi-
con, and the language model.

3.5  Experimental setup
3.5.1  Data sets
The VLRF corpus is split as it is described in [65]. There-
fore, only the first repetition of each sentence is con-
sidered, dividing them into two speaker-dependent 
partitions. The training set presents 55 min of data in 
480 samples, while the test set contains 14 min in 120 
samples.

3.5.2  Lexicon model
It was created using the transcriptions from the training 
and test sets, providing a 1374-word vocabulary. Spe-
cifically, this model considered 23 phonemes defined 
according to Spanish phonetic rules [95]. In addition, 
default silence phones of Kaldi were then included.

3.5.3  Language model
The nearly 300k sentences provided by [65] were used to 
train a 4-gram language model using the SRLIM toolkit 
[96]. In this way, the perplexity reached, with 8 out of 
vocabulary words, a value of 463.2. This perplexity must 
be taken into consideration, since it presents a signifi-
cantly higher value in contrast with other works [36, 45], 
which evaluated perplexities at the most of 35.16.

3.5.4  Implementation details
Experiments were conducted on a 6-core 2.90 GHz Intel 
i5-9400 CPU with 16 GB memory. On average, the entire 
training schedule proposed in this paper takes around 1.5 
h. Specifically, the GMM-HMM estimation took around 
2 min, the DNN-HMM system needed around 1.1 h, 
and the SDT technique required 23.5 min. The training 
and decoding configuration of our recognition system is 
mainly based on the WSJ recipe.

• GMM-HMM training setup: First of all, differ-
ent HMM’s topologies were explored to study how 
the lower sample rate we used to fit the visual data 
affected the performance of the audio-based system. 
However, despite dealing with a lower sampling rate, 
the standard topology in ASR (three states left-to-
right with loops topology) provided the best recog-
nition rates. Therefore, due to the fact that a similar 
behaviour was found in the video-only modality and 
since the ViTAAl strategy is based on the quality of 
these acoustic alignments, only experiments using 
this classical topology were considered. Although 

the default configuration was kept for audio-only 
GMM-HMM experiments, different aspects were 
explored in our video-based scenarios. Specifically, 
in the case of the DELTAS training step, we studied 
contexts from 1 to 3 frames to compute the �+�� 
coefficients. For the LDA+MLLT stage, we studied 
contexts from 1 to 10 frames when applying HiLDA. 
Details on the GMM-HMM best settings for audio-
only, video-only, and ViTAAl scenarios are specified 
in Sects. 4.1, 4.2, and 4.3, respectively.

• DNN-HMM training setup: Once the best setting 
for GMM-HMM systems was found, we were able 
to focus our experiments on the DNN-HMM hybrid 
architecture. The pre-training phase kept its default 
configuration. Conversely, a wide range of param-
eters has been studied in the cross-entropy train-
ing phase. Concretely, we explored different depths 
from 1 to 6 hidden layers, studying, in turn, values 
from 128 to 2048 neurons for each of these layers. In 
addition, the sigmoid and parametric ReLU activa-
tion functions were evaluated. The learning rate was 
explored from 0.01 to 0.00001 in decreasing powers 
of 10. Associated with this parameter, on the one 
hand, the momentum and halving factor were evalu-
ated with values 0.0, 0.4, and 0.8, and, on the other 
hand, it was studied the effect of keeping this learn-
ing rate during the first 0, 10, or 20 iterations. It was 
also analysed the DNN’s behaviour for an input con-
text from 0 to 6 spliced frames. Details on the DNN-
HMM best settings for audio-only, video-only, and 
ViTAAl scenarios are specified in Sects. 4.1, 4.2, and 
4.3, respectively.

• SDT training setup: SDT was applied during 15 
iterations, keeping the default setting. The 3 criteria 
mentioned in Sect. 3.4 were evaluated in our experi-
ments. However, only the results provided by the 
sMBR technique were considered, as this criterion 
provided, although without significant differences 
w.r.t the rest of the criteria, the best recognition per-
formance in all cases.

• Inference setup: For decoding, we set a value of 13 
to pruning beam and 6 to lattice beam. The speech 
model scale factor was set to 0.08333, while the lan-
guage model covered scale factors between 1 and 
20. On the other hand, based on the BABEL recipe4, 
word insertion penalty values between − 5.0 and 5.0 
were applied. All these decoding parameters were 
evaluated in each experimental prove, but only the 
lowest word error rate was considered.

4 https:// github. com/ kaldi- asr/ kaldi/ blob/ master/ egs/ babel/ s5/ local/ score_ 
combi ne. sh

https://github.com/kaldi-asr/kaldi/blob/master/egs/babel/s5/local/score_combine.sh
https://github.com/kaldi-asr/kaldi/blob/master/egs/babel/s5/local/score_combine.sh
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• Evaluation metric: All the results presented in this 
paper were evaluated by the well-known word error 
rate (WER) with 95% confidence intervals obtained 
by the bootstrap method as described in [97].

4  Experiments
This section is structured following the training scheme 
reflected in Sect.  3.4 when estimating HMM-based 
ASR systems. Hence, different aspects must be con-
sidered depending on whether it is a GMM-HMM or a 
DNN-HMM system and the training stage in which we 
find ourselves. Additionally, with the aim of proving the 
effectiveness of our proposed ViTAAl strategy, we first 
estimate the automatic systems for audio- and video-
only scenarios (see Sects. 4.1 and 4.2, respectively) as our 
baselines. Then, an automatic VSR system is estimated 
based on the ViTAAl strategy (see Sect. 4.3). Finally, an 
overall comparison is discussed in Sect. 4.5.

It should be noted that for both the video-only and the 
ViTAAl systems, a comparative study was carried out on 
the proposed visual speech features. Moreover, due to the 
reasons presented in Sect.  4.3, we only considered the 
alignments provided by the audio-based system in the 
DELTAS and LDA+MLLT phases when estimating our 
ViTAAl-based systems. In addition, we also analysed how 
the effectiveness of the ViTAAl strategy was affected by 
the image resolution and the frame rate.

4.1  Audio‑only results
As experiments reported in Sect. 4.3 support, the quality 
of the acoustic alignments is a fundamental aspect of our 
proposed strategy. Table 1 reflects how, in general terms, 
the acoustic-based GMM-HMM system performance 
improves as we progress through the training stages, 
achieving around 9.1% WER in the best case.

On the other hand, despite evaluating a large number 
of configurations, subsequent experiments regarding 
DNN-HMM and SDT did not improve the GMM-HMM 
recognition performance. This fact might suggest that, 
probably due to the limited available data, the lower 
bound has been reached for the audio-only task.

4.2  Video‑only results
With the aim of proving the effectiveness of the proposed 
ViTAAl strategy, video-only baseline results must be 

obtained first. Similar to our previous audio-only experi-
ments, we studied how the different training phases 
affect the GMM-HMM system performance. The best 
results in MONO and DELTA models were obtained, for 
all cases, when the delta context was 1; hence, this value 
was fixed for all the experiments. For the LDA+MLLT 
model, only the best HiLDA spliced context was consid-
ered. The results on SAT systems were disregarded, since 
they caused, in all cases, a slight increase in error rates.

Experiments reported in Table  2 were focused on the 
visual speech feature comparison along the different 
training steps. First, we found that DELTA systems pro-
vided poorer-quality results as feature dimensionality 
increased through combinations. Conversely, in gen-
eral terms, LDA+MLLT models offered better results as 
feature dimensionality increased. This behaviour might 
be associated with the use of HiLDA features, since this 
technique is able to extract features in a discriminative 
way as well as to reduce their dimensionality, which eases 
data modelling. Furthermore, we could relate the cases 
in which MONO systems were the best approach to the 
limited amount of data of the VLRF corpus, which makes 
context-dependency modelling difficult for the rest of the 
models.

Regarding our visual feature analysis, we only consider 
the LDA+MLLT results. When comparing the studied 
features in isolation, we conclude that deep features pro-
vided the best recognition rate. In fact, we can observe 
how the rest of the features improved their performance 
considerably when they were separately combined with 
the deep representation. Nonetheless, the best perfor-
mance was obtained when all features were combined, 
achieving an error rate of around 88.4% WER.

Once our best video-only GMM-HMM is found, we 
were able to estimate the corresponding DNN-HMM 
system. The experiments allowed to conclude that the 
best system was composed of 1 hidden layer with 256 

Table 1 Results (%WER) for audio‑only GMM‑HMM recognition 
depending on training phase. The best performance is in bold

Training phases

MONO DELTAS LDA+MLLT SAT

24.8 ± 4.3 12.6 ± 3.2 10.1 ± 3.1 9.1 ± 3.0

Table 2 Results (%WER) in video‑only GMM‑HMM recognition 
for each set of features. The best training phases performances is 
in bold. G geometric features, E eigenlips, D deep features

Features Training phases

MONO DELTAS LDA+MLLT

G 94.7 ± 1.3 94.7 ± 1.3 94.2 ± 1.4
E 92.4 ± 2.2 93.8 ± 2.2 92.6 ± 2.3

D 92.6 ± 2.1 93.7 ± 2.9 91.4 ± 2.3
G+E 90.5 ± 2.0 96.3 ± 2.9 91.1 ± 2.1

G+D 92.8 ± 2.1 97.3 ± 3.0 89.1 ± 2.2
E+D 96.7 ± 2.2 103.1 ± 3.2 90.9 ± 2.2
G+E+D 95.0 ± 2.6 106.3 ± 3.9 88.4 ± 2.6
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neurons and sigmoid activation, reaching around 84.2% 
WER. The 40-dimensional fMLLR features spliced with 
9 context frames were used as input. The learning rate 
was set to 0.001 and kept during the first 10 iterations; 
the halving factor and momentum were set to 0.4 and 0.0, 
respectively. Regarding SDT experiments, our best video-
only DNN-HMM system achieved an error rate of 83.4% 
after applying the sMBR criterion, a 5% improvement 
over the GMM-HMM paradigm.

4.3  ViTAAl results
As described in Sect.  3.3, the ViTAAl strategy uses the 
temporal alignments provided by the acoustic module. 
Therefore, if we decide, for example, to use the DELTAS 
audio alignments, we must estimate a visual system that 
can take advantage of this knowledge, that is, a visual 
DELTAS model. However, MONO systems only support 
flat estimations, and SAT systems need a specific visual 
model to transform the visual data properly. For this rea-
son, as Table 3 reflects, we could only evaluate our strat-
egy with DELTAS and LDA+MLLT audio alignments. 
As in the video-only experiments, a one-frame context 
for DELTA systems was the best setting. Regarding the 
LDA+MLLT approach, only the best HiLDA spliced con-
text was considered.

According to the results reported in Table  3, visual 
LDA+MLLT GMM-HMM systems based on the ViTAAl 
learning strategy outperform, in all cases, ViTAAl-
DELTAS systems. This behaviour is coherent with the 
audio-only experiments where, as Table 1 confirms, bet-
ter quality alignments are provided by the LDA+MLLT 
system. On the other hand, if we compare these ViTAAl 
results with those presented in Table  2, we observe 
that, in average terms, our proposed strategy implies an 
improvement of around 10% and 16% over the video-only 

DELTAS and LDA+MLLT, respectively. Part of the dif-
ference between these percentages could be associated 
with the effectiveness of the HiLDA technique, as we dis-
cussed in the video-only experiments.

Regarding our visual speech feature comparison, we 
observe some dissimilarities w.r.t video-only experi-
ments; for instance, eigenlips are the best isolated 
feature. However, similar to video-only results, the com-
bination of features causes significant enhancements in 
error rates, especially when we integrate all the studied 
features, achieving an error rate of 68.7% WER.

Regarding the DNN-HMM system, we first estimated a 
visual SAT GMM-HMM model whose foundations were 
based on the best ViTAAl GMM-HMM system. In this 
way, we obtained the preferable 40-dimensional fMLLR 
features to train DNNs, as well as the required lattice to 
build the decoder of the hybrid system. Then, a DNN-
HMM system was estimated using the corresponding 
audio-based SAT alignments. Thus, our best DNN-HMM 
model reached an error rate of 64.4% WER. This per-
formance was achieved by defining a hybrid system of 2 
hidden layers with 2048 neurons and parametric ReLU 
activation. The fMLLR features with temporal splicing of 
5 context frames were used as data input. A learning rate 
of 0.0001 was kept during the first 20 training iterations, 
while the momentum and halving factor were set to a 
value of 0.8 and 0.4, respectively. Subsequently, by apply-
ing the SDT sMBR technique, we obtained our best VSR 
model capable of achieving an error rate of around 59.7% 
WER.

Table 3 Results (%WER) in GMM‑HMM ViTAAL recognition for 
each set of features depending on the training stage where the 
audio‑based alignments were obtained. The best performance 
for each approach is in bold. G geometric features, E eigenlips, 
D deep features

Features Audio alignments from

DELTAS LDA+MLLT

G 95.8 ± 1.3 85.9 ± 2.8

E 82.3 ± 2.5 73.6 ± 3.7

D 82.4 ± 2.6 77.0 ± 3.5

G+E 85.6 ± 2.5 72.9 ± 3.9

G+D 85.9 ± 2.6 74.1 ± 3.7

E+D 91.1 ± 3.0 71.2 ± 3.8

G+E+D 91.1 ± 3.2 68.7 ± 4.0

Fig. 6 Analysis of how the effectiveness (%WER) of the ViTAAl 
strategy (based on the audio‑based alignments from the LDA+MLLT 
phase) is affected by the resolution of the ROI ( height× width 
pixels) and the frame rate (frames per second (fps)). Eigenlips are 
used as visual speech features, since they are the best isolated 
representation
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4.4  ViTAAl strategy analysis
We also analysed, as Fig.  6 reflects, how the effective-
ness of our proposed ViTAAl strategy was affected by 
the image resolution of the ROI and the frame rate. For 
this experiment, different aspects were based on the 
results reported in Table  3. Eigenlips were used as vis-
ual speech features, since they provided (although there 
were no significant differences) the best recognition rate 
when features were compared in isolation. Regarding the 
ViTAAl-based system estimation, for the same reason, we 
used the audio alignments obtained in the LDA+MLLT 
training stage. Additionally, it should be noted that a dif-
ferent HMM topology was used when dealing with 25 
frames per second (fps). Specifically, adding skip tran-
scriptions to the final state provided the best recognition 
rates in this case.

As Fig. 6 shows, the frame rate stands as the main fac-
tor affecting the effectiveness of our ViTAAl strategy, 
observing a significant deterioration in system perfor-
mance when addressing the task at 25 fps. Conversely, no 
significant differences exist when different image resolu-
tions were considered, a behaviour supported by the find-
ings reported by [38], where it was concluded that, albeit 
higher resolutions may be beneficial, VSR systems show a 
remarkable resilience to reduced resolutions.

However, we did not know the reason why the frame 
rate was a crucial aspect when applying ViTAAl. Hence, 
we performed a similar experiment to that depicted in 
Fig.  6 but, in this case, for the video-only scenario. The 
results showed that these video-only systems provided no 
significant differences in terms of performance regardless 
of image resolution and frame rate. Therefore, we were 
able to conclude that the quality of the acoustic align-
ments used to estimate our ViTAAl-based VSR system 
was the factor affecting the effectiveness of our strategy. 
In fact, it should be noted that our audio-based system 
achieved around 27% WER when addressing the task at 
25 fps, a considerable deterioration w.r.t the 9% WER 
performance (see Sect.  4.1) that we were able to reach 
when using audio data at 50 fps.

We must be aware that this fact limits the application 
of our proposed ViTAAl strategy on other databases 
explored in the field, such as LRS2-BBC [12], LRS3-TED 
[52], CMU-MOSEAS [98], or LIP-RTVE [68], since they 
are composed of data that was recorded at 25 fps.

4.5  Overall analysis
Finally, in Table 4 we compare the best settings for each 
training strategy and type of system considered in our 
research. The first finding we can infer from these results 
is that, as we expected, the acoustic approach far sur-
passes the video-only recognition. However, by applying 
the ViTAAl strategy, we were able to reduce, in average 

terms, the error rate by 21% regarding the conventional 
training strategy of VSR. Concretely, our best ViTAAl 
setting achieved an error rate of 59.7%. These results on 
the VLRF corpus, as Table 5 shows, significantly improve 
the state of the art in the task [64, 65], highlighting 
that in our research we did not use data augmentation 
techniques.

Our reports demonstrate that DNN-HMM systems, 
whether in combination with SDT techniques or not, 
improve the recognition performance of the traditional 
GMM-HMM paradigm for the VSR task. Nevertheless, 
no improvements were achieved in the audio-only sce-
nario by using these more recent techniques. This might 
suggest that a lower bound has been reached in the 
audio-only VLRF task, a fact probably caused, as we pre-
viously mentioned in Sect. 4.1, by the scarcity of available 
data.

Additional experiments using state-of-the-art architec-
tures were also conducted. By fine-tuning the pre-trained 
Spanish VSR model publicly released by [22] estimated 
with hundreds of hours, we were able to obtain recogni-
tion rates around 25% WER. However, it should be noted 
that not all languages have the sufficient data required to 
rely on these computationally expensive pre-training pro-
cesses. Hence, the importance of our proposed method is 
that without depending on external databases it is capa-
ble of significantly improving the best results of the task 
to date, as reflected in Table  5. Therefore, in order to 

Table 4 Overall results (%WER) depending on each training 
strategy and type of system proposed in our research

Modality

Audio‑only Video‑only ViTAAl

GMM‑HMM 9.1 ± 3.0 88.4 ± 2.6 68.7 ± 4.0

DNN‑HMM 9.4 ± 3.7 84.2 ± 2.9 64.4 ± 4.0

DNN‑HMM+sMBR 9.9 ± 3.4 83.4 ± 3.2 59.7 ± 4.3

Table 5 Comparison to state of the art on the VLRF task. 
LDA+HMMs refers to the combination of the linear discriminant 
analysis technique with hidden Markov models, while 
Conv+LSTMs refers to the combination of convolutional layers 
with long short‑term memory networks in an end‑to‑end 
architecture. Readers are referred to [64] and [65] for a more 
detailed description

a Confidence intervals were not reported

Method %WER

LDA+HMMs [64] 80.0a

Conv+LSTMs end‑to‑end [65] 72.9a

ViTAAl DNN‑HMM+sMBR (ours) 59.7 ± 4.3
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conduct a fair comparison and investigate to what extent 
these novel state-of-the-art architectures were able to 
deal with data scarcity scenarios when addressing the 
VSR task, we did not consider any pre-trained setup, i.e., 
we trained them from scratch similarly to what we did 
for ViTAAl. We first considered the so-called LF-MMI 
model5, an end-to-end approach based on utterance-level 
discriminative training, which achieved noticeable WER 
reductions in multiple tasks [99, 100]. Furthermore, we 
also explored the architecture proposed by [22]6, one 
of the state-of-the-art architectures in VSR. However, 
non-acceptable results around 96% WER were obtained 
in both cases, supporting our study focused on tradi-
tional paradigms that present less dependence on large 
amounts of data and computational resources, aspects 
that can be really important when deploying applications 
in real scenarios.

In addition, we studied the training cost times of both 
paradigms in a computational resource-limited setup, 
namely, a 6-core 2.90 GHz Intel CPU with 16 GB mem-
ory. While estimating these end-to-end architectures fol-
lowing the training settings described in [22] involved 
around 10 h, we highlight that our proposed HMM-based 

model only took around 1.5 h, significantly reducing the 
training time cost by up to 85%.

Table  6 shows the examples of how our proposed 
ViTAAl-based VSR model predicted different VLRF test 
samples. However, although multiple qualitative and 
error analyses were conducted, we were not able to iden-
tify any pattern or trend in our case study. We hypoth-
esize that the performance of a VSR system could be 
related to aspects that are difficult to model and that 
would also depend on each speaker, such as better vocali-
zations or certain oral physiognomies that, for some rea-
son, reflect more adequate speech articulations.

5  Conclusions and future work
Influenced by different works studied in the field of AVSR 
[42, 54, 59, 62], we present the novel ViTAAl learning 
strategy whose purpose is to improve the performance 
of traditional HMM-based VSR systems by the use of 
auditory-based temporal alignments. We conduct experi-
ments on the data-limited VLRF database [64], which 
only offers around 1 hour of training data. Results show 
that our proposed approach is capable of outperform-
ing the conventional VSR training scheme in around 
a 24% absolute WER. In addition, we analysed how the 
effectiveness of the ViTAAl strategy is affected by the 
image resolution and the frame rate with which the vis-
ual data was collected. Our findings demonstrate that 
the frame rate is the main limitation of our proposed 
strategy, observing a significant deterioration in system 
performance when addressing the task at 25 fps. Con-
versely, as supported by [38], no significant differences 
exist when different image resolutions are considered. 
Furthermore, we conduct a comparative study on three 
different visual speech features based on conventional 
low-resource demanding techniques, concluding that the 
best representation is conformed by the combination of 
features of different natures. Thus, our research focused 
on the development of continuous VSR systems not only 
for data-scarcity scenarios, but also when computational 
resources are limited.

As future work, we consider exploring the ViTAAl 
strategy on databases that have been recorded with 
enough frame rates. Consequently, it would also be inter-
esting to study the possible approaches to alleviate the 
limitation when addressing low frame rates. Further-
more, although different aspects should be investigated 
to maintain our reduced computational demand, we also 
consider the integration of a spelling error correction 
post-process using well-known large language models, 
such as BERT [101] or GPT4 [102].

Abbreviations
ASR  Automatic speech recognition
AVSR  Audio‑visual speech recognition

Table 6 Decoding examples of the proposed Spanish VSR 
system for the VLRF corpus. Their corresponding performances 
are expressed in terms of word error rate (WER) and character 
error rate (CER). ref and hyp indicate the reference (ground 
truth) and the hypothesis provided by the automatic system, 
respectively

Transcription %WER %CER

ref: el chino vino a la escuela de intercambio 100.0 48.8

hyp: he sido mala suerte este cambio

ref: tu hermano y el mio se encontraron en el metro 80.0 37.0

hyp: su hermano enemigos encontraron espacio

ref: la pelicula que vimos era una comedia 57.1 21.6

hyp: la pelicula de vemos tenia una comida

ref: ese ruido despertaria a todo el vecindario 42.9 14.3

hyp: este luego despertaria todo el vecindario

ref: rompio una puerta de hierro 20.0 11.1

hyp: como una puerta de hierro

ref: en nuestro jardin tenemos varios tipos de hierbas 12.5 8.2

hyp: en nuestro aqui tenemos varios tipos de hierbas

ref: me gusta el chocolate 0.0 0.0

hyp: me gusta el chocolate

6 https:// github. com/ mpc001/ Visual_ Speech_ Recog nition_ for_ Multi ple_ 
Langu ages

5 https:// github. com/ kaldi- asr/ kaldi/ blob/ master/ egs/ wsj/ s5/ local/ chain/ 
e2e/ run_ tdnn_ flats tart. sh

https://github.com/mpc001/Visual_Speech_Recognition_for_Multiple_Languages
https://github.com/mpc001/Visual_Speech_Recognition_for_Multiple_Languages
https://github.com/kaldi-asr/kaldi/blob/master/egs/wsj/s5/local/chain/e2e/run_tdnn_flatstart.sh
https://github.com/kaldi-asr/kaldi/blob/master/egs/wsj/s5/local/chain/e2e/run_tdnn_flatstart.sh
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CA  Convolutional autoencoders
CER  Character error rate
DNN  Deep neural networks
fMLLR  Feature space maximum likelihood linear regression
GMM  Gaussian mixture models
HMM  Hidden Markov models
LDA  Linear discriminant analysis
MFCC  Mel frequency cepstral coefficients
MLLT  Maximum likelihood linear transform
MMI  Maximum mutual information
MPE  Minimum phone error
PCA  Principal component analysis
ROI  Region of interest
SAT  Speaker adaptive training
SDT  Sequence discriminative training
sMBR  State‑level minimum Bayes risk
ViTAAl  Visual training based on audio alignments
VSR  Visual speech recognition
WER  Word error rate
WFST  Weighted finite‑state transducer
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